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Abstract—Visual-textual retrieval, as a link between
computer vision and natural language processing, aims at jointly
learning visual-semantic relevance to bridge the heterogeneity
gap across visual and textual spaces. Existing methods
conduct retrieval only relying on the ranking of pairwise
similarities, but they cannot self-evaluate the uncertainty of
retrieved results, resulting in unreliable retrieval and hindering
interpretability. To address this problem, we propose a novel
Trust-Consistent Learning framework (TCL) to endow visual-
textual retrieval with uncertainty evaluation for trustworthy
retrieval. More specifically, TCL first models the matching
evidence according to cross-modal similarity to estimate the
uncertainty for cross-modal uncertainty-aware learning. Second,
a simple yet effective consistency module is presented to
enforce the subjective opinions of bidirectional learning to be
consistent for high reliability and accuracy. Finally, extensive
experiments are conducted to demonstrate the superiority and
generalizability of TCL on six widely-used benchmark datasets,
i.e., Flickr30K, MS-COCO, MSVD, MSR-VTT, ActivityNet,
and DiDeMo. Furthermore, some qualitative experiments
are carried out to provide comprehensive and insightful
analyses for trustworthy visual-textual retrieval, verifying the
reliability and interoperability of TCL. The code is available in
https://github.com/QinYang79/TCL
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cross-modal learning, uncertainty learning, multimodal
learning.
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I. INTRODUCTION

W ITH the rapid development of multimedia technology
[1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11],

the quantity and variety of available media have exploded
dramatically, particularly in the forms of images, videos, and
texts. These modalities are fundamental cognitive mediums
and are directly linked to the main human perceptions, thus
sparking more and more interest from academic and indus-
trial professionals. For instance, this has led to extensive
studies on visual-textual retrieval [12], [13], [14], visual
question-answering [15], text-based re-identification [16],
visual grounding [17], and more. In this paper, we focus on
the task of visual-textual retrieval, which is a fundamental task
of cross/multimodal learning. It aims to learn visual-semantic
similarity and ranking to retrieve the most relevant cross-
modal samples from a large-scale dataset. For example, given
an image query, the model should retrieve the most relevant
textual descriptions, and vice versa. The primary challenge is
to overcome the heterogeneity gap between visual and textual
modalities to measure cross-modal relevance semantically.

To tackle the aforementioned challenge, numerous methods
have been proposed in recent years, which could be roughly
categorized into two groups based on the type of alignment
they employ, i.e., global-level methods [12], [14], [19] and
local-level methods [13], [18], [20]. Global-level methods,
exemplified by Visual Semantic Embedding (VSE)-based tech-
niques, first utilize Deep Neural Networks (DNNs) to learn
effective global dense representations of visual and textual
samples. They then perform global coarse-grained alignments
between visual and textual instances to bring semantically
matched cross-modal pairs closer in the latent common space,
namely, to maximize the cross-modal similarities between
correlated pairs. In contrast, local-level methods focus on
presenting a specific mechanism or model to explicitly learn
and integrate the fine-grained relationships between image
regions/frames and words for cross-modal relevance inference.
Unlike global-level methods, local-level methods are dedicated
to capturing the nuanced, fine-grained interplay between visual
and textual features.

Although prior approaches [18], [21], [22] could achieve
promising performance, they are only able to estimate
visual-semantic similarities for cross-modal retrieval, wherein
cross-modal pairs with high similarity are taken for granted
as matched even if they actually are unmatched. For instance,
in an image-text retrieval example as shown in Figure 1,
model A retrieves images according to similarity rankings,
where the top-1 example with the highest similarity is been
seen as the most relevant result naturally, however, resulting
in incorrect retrieval. Unfortunately, deterministic DNNs can
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Fig. 1. The motivation for this paper. The first row shows the top-3 retrieved
images given the text query by a traditional method (e.g., SGR [18]). The
second shows the results of the query retrieved by TCL-SGR. The number in
the images is the corresponding cross-modal similarity, which is usually used
to measure the confidence of the retrieved result. Could we trust the retrieved
results only relying on the similarity? As shown in the figure, however, it
cannot always correctly reflect the confidence level of the results, leading
to unreliable retrieval. In this paper, we propose a trust-consistent learning
(TCL) framework to endow traditional cross-modal methods with uncertainty
awareness, as shown in the second row. Thanks to our TCL, the ambiguous
results could be timely found for trustworthy retrieval even with high cross-
modal similarity.

only infer cross-modal similarity and cannot self-evaluate
retrieval reliability, thus leading to erroneous results. Since
the ubiquitous uncertainty in data and models, it is inevitable
to produce unreliable retrieval results. Therefore, it requires
revisiting questions such as “Is this retrieval trustworthy?” to
evaluate the uncertainty or unreliability of predictions. To this
end, it is valuable and necessary to measure such uncertainty
for self-evaluation.

To achieve this goal, we propose a novel trustworthy
cross-modal framework as shown in Figure 2, called Trust-
Consistent Learning (TCL). TCL is a general framework that
can easily endow existing methods with trustworthy cross-
modal learning (e.g., the results of model B in Figure 1).
Specifically, our TCL employs Evidential Deep Learning
(EDL), which is built on the Dempster-Shafer Theory of
Evidence (DST) [23] and the Subjective Logic theory (SL)
[24], into visual-textual retrieval models to capture uncertainty,
thus enabling the model to self-evaluate retrieval quality. We
consider the pairwise similarity measured by the cross-modal
model as a source of evidence and parameterize the evidence
as a Dirichlet distribution, which not only models the density
of matching probabilities but also the uncertainty. Unlike prior
EDL methods [24], [25] that focused on trustworthy classifica-
tion, our TCL focuses on instance-level visual-textual retrieval,
which presents two challenges: instance-level retrieval and
the conflict in bidirectional learning. To address the first
task-oriented challenge, we relax instance-level retrieval to a
K-way querying for Cross-Modal Uncertainty-aware Learning
(CMUL), enabling uncertainty estimation via cross-modal
similarities. To tackle the second challenge, we propose
two-directional query models (visual-to-textual and textual-

to-visual) with CMUL to learn cross-modal associations
independently. However, the difference between the two tasks
unavoidably leads to a gap in the uncertainty estimation.
Thus, we present a simple yet effective Consistency Module
(CM) to measure and minimize the difference in predicted
opinions across the two task-specific models, which enforces
the subjective opinions of bidirectional query models to be
as consistent as possible, thus enhancing the reliability of
uncertainty learning and improving performance. The main
contributions and innovations of this work are summarized as
follows:
• We propose a general Trust-Consistent Learning frame-

work (TCL) to achieve trustworthy learning in visual-
textual retrieval. By explicitly estimating uncertainty
through minor revisions, TCL allows for self-evaluation
beyond cross-modal similarity/relevance and enhances the
interpretability of retrieval results, thus providing a new
perspective for cross-modal retrieval.

• To achieve cross-modal trusted learning, TCL uses
bidirectional inference and evidential deep learning to
estimate the uncertainty of the cross-modal model at a
similarity-based evidence level. An uncertainty-aware loss
is proposed to achieve the same objective as the tradi-
tional ranking loss while enabling uncertainty learning.

• To address the inconsistent prediction of bidirectional
inference in visual-textual retrieval, a simple yet effec-
tive consistency module is proposed to enforce models
to obtain more consistent subjective opinions for high
reliability, thus further improving complementarity for
higher retrieval performance.

• Extensive experiments on six widely-used cross-modal
benchmark datasets, namely Flickr30K, MS-COCO,
MSVD, and MSR-VTT, ActivityNet, and DiDeMo,
demonstrate the effectiveness of the proposed method.
Notably, our TCL is used to extend nine cross-modal
methods, resulting in remarkable improvements that
verify its powerful generalization. In addition, compre-
hensive ablation studies and insightful analyses verify the
reliability and practicability of TCL.

II. RELATED WORKS

A. Visual-Textual Retrieval

Visual-textual retrieval aims to retrieve the relevant sam-
ples across different modalities for a given query based on
cross-modal similarity, e.g., image-text retrieval and video-
text retrieval. In general, most of the existing methods could
be roughly divided into two groups according to the type
of alignment, i.e., the global-level methods represented by
visual-semantic embedding [12], [21], [26], [27], [28] and
the local-level methods with complex similarity inference
[29], [30], [31], [32], [33]. The global-level methods mainly
aim to learn good global representations from visual and
textual samples with the help of a well-designed feature
extraction, enhancement, or aggregation strategy, and then
directly compute similarity. Although global-level methods
have the advantages of high efficiency and low cost, their
performance is limited due to the inability to capture the fine-
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grained local relationships between image and text. To learn
fine-grained relevance, the local-level methods desire to learn
the latent local region-word (frame-word) alignments across
different modalities for more accurate similarity inference.
Besides these conventional models, with the success of pre-
training of the transformer-based models on large-scale data,
Vision-Language Pre-training (VLP) has emerged as a popular
paradigm in learning multimodal representations and building
semantic relationships in visual and textual modalities. These
multimodal transformer methods could be crudely classified
into two categories: single-stream models [34], [35] and dual-
stream models [36], [37]. The former usually concatenates
visual and textual features and then inputs them into a sin-
gle transformer model. Dual-stream models usually exploit
independent transformer models to learn visual and textual
representations, and use their correspondences to learn correct
visual-semantic associations.

Although prior methods could achieve promising perfor-
mance, most of them cannot infer the reliability/uncertainty of
retrieved results, thus lacking the ability of self-evaluation for
trustworthy retrieval. Different from most existing methods,
our TCL aims to achieve the primary goal of cross-
modal learning while being able to measure uncertainty for
trustworthy retrieval.

B. Uncertainty Learning

Deep learning has made promising progress in both aca-
demic research and industrial applications, but it is hard
to quantify the uncertainty of deep models directly due to
deterministic network prediction. A general solution is to
use Bayesian Neural Networks (BNNs) to model uncertainty
by placing priors over network deterministic weights, e.g.,
variational inference [38], approximations via dropout [39],
etc. However, modeling uncertainty with BNNs is inevitably
limited by the expensive sampling cost. Some recent works
[40], [41] attempt to build a bridge between uncertainty
learning by assigning prior distributions to attention weights
in transformer blocks. e.g., Pei et al. [41] endow Trans-
former with the ability to estimate uncertainty by casting
the deterministic attention weights as the values sampled
from a Gumbel-Softmax distribution. Unlike indirectly mod-
eling uncertainty through model weights, Sensoy et al. [24]
proposed an evidential deep learning paradigm (EDL) that
combines evidence theory [42] with DNN, placing Dirichlet
priors over discrete model predictions to model uncertainty
at lower cost directly. EDL has been successfully applied in
various tasks, e.g., classification [43] and segmentation [44],
[45]. However, the standard EDL cannot be effectively used
for large-scale instance-level cross-modal retrieval.

Different from traditional unimodal tasks, cross-modal
uncertainty learning needs to overcome uncertainty differ-
ences caused by the heterogeneity gap. To address the issue,
recent work [46], [47], [48] leveraged the probabilistic embed-
ding models to capture uncertainty for better performance
on visual-textual retrieval. However, these uncertainty cross-
modal methods commonly focus on the data uncertainty,
while ignoring that of the cognitive level in models. But

anyway, exploring recent few-shot EDL variants or proba-
bilistic embedding-based uncertainty estimation remains an
interesting direction for future work. In this paper, our TCL
explicitly quantifies model uncertainty using evidence theory
and achieves state-of-the-art retrieval performance in a fair
setting.

III. TRUST-CONSISTENT LEARNING

In this section, we preview our method in Section III-A and
elaborate on how to estimate evidence-based uncertainty for
Cross-Modal Uncertainty-aware Learning (CMUL) in Section
III-B. Moreover, we present a Consistency Module (CM)
to obtain more consistent predictions on subjective opinions
during CMUL in Section III-C.

A. Overview

To achieve trustworthy visual-textual retrieval, TCL utilizes
CMUL and CM to accurately learn the cross-modal simi-
larity/relevance for cross-modal retrieval. Additionally, unlike
most standard approaches [18], [21], it can quantify the
uncertainty of the cross-modal model for self-evaluation. The
framework of TCL is shown in Figure 2. In the following
sections, we will elaborate on the basic settings of our TCL.

1) Similarity Calculation: Given a visual-textual dataset
(V , T ), which contains a set of visual samples I and a set
of texual samples T . To calculate the cross-modal similarity
between a given visual sample V and textual sample T,
we first encode them into a latent common space by the
modality-specific models fv(V; Θφ) and ft(T ; Θψ), where Θφ

and Θψ are the parameters of the corresponding deep networks,
respectively. In the common space, the cross-modal similarity
could be measured by a similarity function as follows:

Sim(V ,T ) = h( fv(V), ft(T ); ΘS ), (1)

where ΘS is the parameter set of the similarity function h.
In practice, h could be a non-parametric similarity function,
e.g., cosine function used in [12] and [21], or a parametric
similarity inference model, such as SGRAF [18], etc.

2) Cross-Modal Learning: To achieve accurate cross-modal
similarity measurement, most existing deterministic methods
[13], [14], [18], [21] aim to pull matched cross-modal samples
closer together and push unmatched ones further apart in the
shared space by using the bidirectional ranking loss [12],
which is defined as:

L(V ,T ) =
�
γ − Sim(V ,T ) + Sim(V , T̂ )

�
+

+
�
γ − Sim(V ,T ) + Sim(V̂ ,T )

�
+
, (2)

where γ is a margin parameter, [x]+ ≡ max(x, 0), V̂ and T̂ are
the hardest negatives for a positive pair (V ,T ) in a training
mini-batch.

Different from existing deterministic methods [18], [21], our
TCL aims to not only achieve the same cross-modal objective
but also endow the cross-modal models with the reliable capa-
bility of uncertainty estimation. Specifically, TCL conducts a
two-step learning process to optimize the model. In the first
step, an uncertainty-aware loss Lu is utilized to optimize the
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Fig. 2. Overview of the proposed approach. (a) shows the pipeline of TCL, which consists of two independent models, and each one only learns a retrieval
task, respectively, i.e., the visual query model or the textual query model. Notably, each query model could be used to measure similarities for bidirectional
retrieval, i.e., textual retrieval given a visual query (visual-to-textual retrieval) and visual retrieval given a textual query (textual-to-visual retrieval. Each query
model contains a visual encoder ( f 1

t and f 2
t ) and a textual encoder ( f 1

v and f 2
v ) that project the visual and textual samples into a shared common space to

calculate the cross-modal similarity. Then, a Cross-Modal Uncertainty-aware Learning (CMUL) is applied in TCL to optimize the query models and capture
the uncertainty lurking in the obtained similarities. Finally, our Consistency Module shown in (b) enforces the predicted subjective opinions of the two models
to be more consistent for reliable uncertainty learning. Take visual-to-textual direction as an example, in (b), M and M̂ are the opinion assignments (red boxes)
from two query model predictions in visual-to-textual direction, each assignment includes K belief scores corresponding to the K retrieval results of a visual
query and an overall uncertainty score. Geometrically, the belief distribution is actually the bottom K-dimensional unit simplex plane (K = 3 in the figure as
an example), the colors of the bottom simplex plane indicate the density of the belief masses, and the uncertainty is expressed as the height of M(M̂) in the
tetrahedron. In TCL, the visual query model mainly performs visual-to-textual trusted learning, but it will also generate textual-to-visual opinions due to the
bi-directionality of cross-modal retrieval, as does the textual query model. Thus, the predictions from two models in the same direction (e.g., visual-to-textual)
should generate consistent opinions. For example, the opinions M̂ performed by the textual query model with high uncertainty gradually generate opinions
with low uncertainty (close to M performed by the visual query model) due to consistent constraints, thus narrowing the gap.

model for cross-modal uncertainty-aware learning. The second
step applies the proposed opinion-based consistency loss Lc to
eliminate the opinion discrepancy by multifold optimization.
We provide more details on the optimization process of TCL
in Algorithm 1.

B. Cross-Modal Uncertainty-Aware Learning

In this section, to achieve trusted cross-modal learning,
we generalize unimodal Evidential Deep Learning (EDL)
[24] to model the uncertainty of visual-textual retrieval.
Similar to [24], the Dempster-Shafer Theory of Evidence
(DST) [23] and the theory of Subjective Logic (SL)
[49] are employed to estimate uncertainty for trustwor-
thy learning. Different from the existing EDL methods
[24], [25] that mainly focus on classification, our TCL
aims at enabling trustworthy instance-level cross-modal
retrieval. Intuitively, the existing EDL methods are not
directly applicable to cross-modal retrieval, since bidirectional
instance-level retrieval is more challenging than category-level
classification.

For visual-textual retrieval, the model first projects the
visual and textual samples into a common space, thus making
it possible to measure the similarity across different modalities.
Different from existing EDL methods [24], [25], the visual-
textual model does not have a nonlinear classifier to predict the
evidence, thus making it difficult to quantify the uncertainty
directly. To address the issue, our TCL relaxes the instance-
level retrieval to a K-way querying (see Figure 3), thus the
evidence could be estimated by using cross-modal similarities,
i.e., e = [g(s1), g(s2), · · · , g(sK)] for one Query, where K is
the number of mutually exclusive retrieval events and g(·)

is a function to transform similarity scores into non-negative
evidence (i.e., e ∈ [0,+∞)) as shown below:

e = g(s) = ReLU(s/τ)or exp(s/τ)or Softplus(s/τ), (3)

where s is the visual-semantic similarity computed by
Equation (1), and τ ∈ (0, 1) is a temperature parameter [50].
Note that the impact of different evidence transformation
functions is explored in the supplementary material. To model
the uncertainty, the similarity-based evidence vector e could
be associated with the parameters of a Dirichlet distribution
α = [α1, · · · , αK] (αk = ek + 1) built on SL theory, which
provides an overall uncertainty mass u and a belief mass bi

for each event (singleton) that is one of K retrieval events
(K-dimensional convex unit simplex as shown in Figure 3)
for a Qurey in visual-textual retrieval. The K + 1 masses are
defined as:

bk =
ek

S
=
αk − 1

S
and u =

K
S
, (4)

where S =
PK

k=1 (ek + 1) =
PK

k=1 αk and
PK

k=1 bk + u = 1.
The masses M = {b1, b2, · · · , bK , u} could be treated as the
subjective opinions describing the retrieved results, and S is
the Dirichlet strength.

Intuitively, visual-textual retrieval could be viewed as a
process of retrieving counterparts with the highest matching
probability from different modalities. Hence, the matching
probability assignment over the retrieved samples of each
query could be denoted as p =

�
p1, p2, · · · , pK

�
, wherePK

j=1 p j = 1. By using the Dirichlet distribution to model
such probability assignment, given an opinion, the expected
probability of the j-th retrieval event can be written as
ED(p|α)

�
p j
�

=
R

p jD(p | α)dp =
α j

S , where the Dirichlet
distribution with parameters 〈α1, α2, · · · , αK〉 are parameter-
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Algorithm 1 The Pseudocode of TCL

ized over the evidence 〈e1, e2, · · · , eK〉. D(p | α) is defined
as

D(p | α) =

8<:
1

B(α)

YK

j=1
pα j−1

j for p ∈ SK

0 otherwise ,
(5)

where B(α) is the K-dimensional multinomial beta function
and S K is the K-dimensional unit simplex [25]. From Propo-
sition 1, one could be seen that D(p | α) characterized by α
can be regarded as a prior of matching probability assignment,
which models second-order probabilities (probability density
function) and uncertainty [49].

Proposition 1: Given an opinion, the expected probability
of the j-th retrieval event can be written as ED(p|α)

�
p j
�

=
α j

S .

Proof: See the supplementary material. �

Fig. 3. Illustration of Cross-Model Uncertainty-aware Learning (CMUL).
We take textual-to-visual retrieval as an example, where K deterministic
similarities for the textual query are first to be viewed as the source of
evidence. The evidence could be considered as a measure of the amount of
support collected from data in favor of retrieval. Next, SL [49] associates the
evidence with the parameters of the Dirichlet distribution, which includes the
subjective opinions M assigning a belief mass to each retrieval and an overall
uncertainty mass based on the DST [23]. After trusted learning, the M with
high uncertainty would produce reasonable opinions with low uncertainty.

Although the K-way querying enables evidential learning
for cross-modal retrieval, conducting it on the entire training
set during each iteration is impractical due to the high costs
of computation and storage. To overcome the issue, we draw
inspiration from contrastive learning techniques [51], [52]
and instead apply the K-way querying in mini-batches of
size K, wherein visual and textual samples are paired one
by one. Moreover, cross-modal learning aims at maximizing
the similarity of positive (matched) visual-textual pairs while
minimizing the similarity of negative (unmatched) pairs, i.e.,
maximizing the corresponding matching probability. Thus, we
could formulate the learning criterion for the i-th query in a
mini-batch as follows:

Lq(p(i)) = −

KX
j=1

IK(i, j) log
�

p(i)
j

�
, (6)

where p(i) is the matching probability assignment of the i-th
query and IK is an identity matrix with size of K. IK could
be seen as a one-hot label matrix since the visual sample Vi

and textual sample T j are relevant if and only if i = j in the
mini-batch.

Considering the density function D(p(i) | α(i)) molded by
the Dirichlet distribution α(i), the risk of Lq for the i-th query
can be computed by

L(i)
risk

= ED(p(i) |α(i))
�
Lq(p(i))

�
=

Z 24− KX
j=1

IK(i, j) log
�

p(i)
j

�35 1
B
�
α(i)
� KY

j=1

p(i)
j
α(i)

j −1
dp(i)

=

KX
j=1

IK(i, j)

�
ψ
�
S (i)� − ψ �α(i)

j

��
, (7)

where ψ (·) is the digamma function and S (i) is the Dirichlet
strength for i-th query. By minimizing the risk, we could make
the observations of matched cross-modal pairs generate as
strong evidence as possible, ensuring a reasonable uncertainty
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measurement. For a training mini-batch, the loss function
could be formulated as the average of the querying risks:

Lrisk =
1
K

KX
i=1

L(i)
risk =

1
K

KX
i=1

ED(p(i) |α(i))
�
Lq(p(i))

�
. (8)

By minimizing Lrisk, TCL encourages the cross-modal
model to generate as strong evidence as possible for positive
pairs, which guarantees that evidence of positive pairs is higher
than that of negative pairs. Furthermore, to further extreme
the predicted evidence, we introduce Kullback-Leibler (KL)
divergence to enforce the evidence of negative pairs to be zero.
The penalization loss could be formulated as:

Lkl =
1
K

KX
i=1

KL
�
D
�
p(i) | α̃(i)� ‖D �p(i) | 〈1, 1, · · · , 1〉

��
=

1
K

KX
i=1

24log

0@ Γ
�PK

j=1 α̃
(i)
j

�
Γ(K)

QK
j=1 Γ(α̃(i)

j )

1A
+

KX
j=1

�
α̃(i)

j − 1
� �

ψ
�
α̃(i)

j

�
− ψ

�
S̃ (i)��35 , (9)

where S̃ (i) =
PK

j=1 α̃
(i)
j , α̃(i) = IK(i,:) +

�
1 − IK(i,:)

�
� α(i), Γ(·) is

the gamma function, and ψ(·) is the digamma function. Thus,
the uncertainty-aware loss of one query model (e.g., textual
retrieval given a visual query) is given by

Lv2t
u = Lv2t

risk + λLv2t
kl , (10)

where λ is a balance factor that dynamically increases with
the number of epochs, i.e., λ = min(1, 0.005 ∗ ne). ne is the
current epoch. The dynamical strategy prevents the optimizer
from overemphasizing the KL divergence at the beginning of
training, otherwise, the optimizer will be misled by imma-
ture opinions, leading to performance degradation. Finally, to
simultaneously consider the bidirectional learning of cross-
modal retrieval, we jointly optimize the two query models as
below:

Lu = Lv2t
u + Lt2v

u , (11)

where Lt2v
u is the uncertainty-aware loss of textual query

model, which could be computed like Equations (8) to (10).

C. Consistency Module

In our TCL framework, two independent learning models
are designed to focus on different specific learning directions
w.r.t. distinct retrieval tasks, i.e., one for visual-to-textual and
another for textual-to-visual. However, the predicted subjective
opinions from models can be divergent or conflicting due
to random initialization or noisy data, leading to cognitive
bias or uncertainty. That is, the discrepancy between differ-
ent directions will inevitably lead to inconsistent uncertainty
estimates from different models in the same direction. More
specifically, given one query, one model produces a prediction
of low uncertainty, whereas the uncertainty of another model
might be higher, as shown in Figure 2b. Thus, we introduce
a consistency regularization to enforce the two query models
to produce consistent predictions on subjective opinions, i.e.,

utilizing the L1 norm to measure and minimize the difference
in predicted subjective opinions across the two task-specific
query models. To simplify presentation without losing gener-
ality, we only elaborate on the consistency loss of one direction
(visual-to-textual) as follows:

Lv2t
c

�
bv2t, b̂v2t

�
=

1
K

KX
j=1

ˇ̌
bv2t

j − b̂v2t
j

ˇ̌
, (12)

where bv2t = {bv2t
j }

K
j=1 and b̂v2t

= {b̂v2t
j }

K
j=1 are obtained

from visual and textual query models with Equation (4),
respectively. Similarly, we could easily obtain the consistency
loss Lt2v

c in another direction (textual-to-visual). Finally, the
consistency loss Lc of our TCL could be formulated as:

Lc =
1
K

KX
i=1

h
Lv2t

c

�
bv2t

i , b̂v2t
i

�
+ Lt2v

c

�
b̂t2v

i ,bt2v
i

�i
. (13)

To explain why the above consistency loss works, we take
Equation (12) as an example and obtain its lower bound:

Lv2t
c

�
bv2t, b̂v2t

�
=

1
K




bv2t − b̂v2t





1

≥
1
K

ˇ̌̌

bv2t




1 −




b̂v2t





1

ˇ̌̌
=

1
K

ˇ̌
ûv2t − uv2t

ˇ̌
, (14)

where uv2t and ûv2t are uncertainty estimation from visual and
textual query models at visual-to-textual direction. Obviously,
minimizing Equation (12) (Equation (13)) can ultimately make
the uncertainty difference smaller.

IV. EXPERIMENT

To evaluate our TCL, we conduct extensive comparison
experiments with state-of-the-art methods on four widely
used benchmark datasets for visual-textual retrieval, including
image-text retrieval and video-text retrieval. Following [13],
we measure the performance of image/video-to-text and text-
to-image/video retrieval by Recall@K (K = 1, 5, 10), which is
defined as the proportion of items correctly retrieved in the
top K samples of the query. In addition, like most of methods
[22], [50], [53], we adopt the sum of all Recall results (rSum)
to evaluate the overall performance.

A. Datasets and Implementation Details

1) Datasets: The benchmark datasets used in our experi-
ments are Flickr30K [54], MS-COCO [55], MSVD [56], and
MSR-VTT [57]. The first two are used for image-text retrieval,
and the latter two are used for text-video retrieval. See the
supplementary material for more details.

2) Implementation Detail: To fully verify the superiority
and generalizability of our TCL, we apply our TCL to 12
methods for visual-textual retrieval, including nine methods
(VSE++ [12], VSRN [19], IMRAM [66], GSMN [67], VSE∞
[21], SAF [18], SGR [18], DivE [62], and RVSE++ [60]) for
image-text retrieval and three methods (DE [14], CE+ [68],
TT-CE++ [68]) for video-text retrieval. More specifically, for
the TCL variants, we follow the basic setups of the correspond-
ing standard methods, and the corresponding bidirectional
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sorting loss is replaced by Lu. If the standard method has
a specially-designed loss function, we keep it in the first step
of TCL and optimize the model parameters together with Lu.
Among these variants, we report TCL-VSE∞ and TCL-SGR
in our comparison experiments. TCL-VSE∞ uses the same
encoder networks as VSE∞ [21] to project the local region
features and word embeddings into the shared common space
with the dimensionality of 1024. Then, a Generalized Pooling
Operator is used to aggregate local features. In TCL-SGR,
we use the same image-text model settings as those of the
original SGR [18]. As TCL-SGR utilizes SGR [18] to infer
the similarity score, we replace the activation function Sigmoid
of the final fully-connected layer with the activation function
Tanh to limit the similarity score to (−1, 1) for loss calculation.
For an intuitive and fair comparison, we normalized similarity
scores in all qualitative experiments to (0, 1). For a fair
comparison, for all image-text retrieval methods, we utilize
a Faster R-CNN detection model (ResNet 101) [69] to extract
local-level BUTD features of salient regions for each image as
input, like [13]. The detection model could extract the region
proposals with top-36 confidence scores and then project each
region into a 2,048-dimensional feature vector. For each text,
the Bi-GRU or pre-trained language model BERT [70] encodes
the word tokens into the same dimensional semantic vector
space, whose dimensionality is the same as that of image
representation. For video-text retrieval, the TCL variants all
followed the data processing of the standard methods, and the
hyperparameters are also the same as those of the standard
methods, except for TCL-specific hyperparameters.

B. Comparisons With State-of-the-Art Methods

1) Image-Text Retrieval: For a comprehensive evaluation,
we compare our TCL with 16 baselines, including ten global-
level methods: VSE∞ [21], VSRN++ [26], DivE [62], HREM
[27], ESA [22], CORA [65], DBL [63], FEM [33], IMEB [64],
and RVSE++ [60]; Six local-level methods: SGRAF [18],
CMCAN [58], NAAF [53], BCAN [61], RCL [52], and CHAN
[32]. Like [27] and [53], we report the ensemble retrieval
performance (i.e., TCLi&t) of our TCL by averaging the simi-
larities computed by two query models for a fair comparison,
i.e., image query model (TCLi) and text query model (TCLt).
Moreover, the experiments are divided into three groups with
different settings of textual backbone, namely, a randomly
initialized Bi-GRU network is used to train from scratch, a
Bi-GRU network initialized by pre-trained Glove vectors [22],
[61] is used to train, and the Transformer-based model BERT
is utilized to fine-tune.

To verify the superiority of TCL, we carry out experiments
on the image-text datasets mentioned above, i.e., Filckr30K
and MS-COCO. Note that, all baselines and our TCL are
trained and tested on the same data partition as [12] for a fair
comparison. Specifically, in Table I, we report the performance
on the Flickr30K 1K test set and MS-COCO 5-fold 1K test
set. In Table II, following the protocol used in [12] and
[13], we report the performance on the MS-COCO 5K test
set. From the results, one can see that our TCL methods
showed obvious performance advantages on the two widely
used benchmark datasets. More specifically, (1) Compared

with original methods, our TCL brings significant performance
improvements. For example, in the group of BUTD + Bi-
GRU, TCL-VSE∞ surpasses the global-level baseline VSE∞
by more than 5% in terms of rSum on the Flickr30K 1K
test set. (2) Compared with the local-level methods, our TCL-
SGR outperforms almost all local-level baselines on the three
test sets. Notably, thanks to TCL, SGR achieves even better
performance than SGRAF. For example, in the group of
BUTD + Bi-GRU, TCL-SGR surpasses SGRAF by about 18%
and 5% in terms of rSum on Flickr30K 1K test set and MS-
COCO 5-fold 1K test set, which indicates the effectiveness
of our TCL for performance improvement. Not only that,
in group BUTD + BERT, our TCL-SGR shows amazing
performance with the best overall performance (rSum) on the
three test sets, i.e., 535.0%, 538.7%, and 458.7%, respectively.
(3) Better textual encoding can achieve better performance.
For instance, VSRN++, NAAF, and ESA could achieve better
performance by using the BERT model and the pre-trained
GloVe vector [71] in the textual encoder, respectively. Simi-
larly, TCL-VSE∞/SGR could achieve better performance by
initializing Bi-GRU with the GloVe vector and replacing the
textual encoder (Bi-GRU) with the pre-trained BERT model.
For example, TCL-SGR delivers the best performance (i.e.,
rSum = 458.7%) on the MS-COCO 5K test set, which is not
only the best but also exceeds the rSum of TCL using Bi-GRU
by more than 10% absolutely.

2) Video-Text Retrieval: To verify the versatility and
effectiveness of TCL on different retrieval tasks, we con-
duct comparison experiments for video-text retrieval on the
MSVD [56] and MSR-VTT [57] datasets. Specifically, we
compared our extended methods (TCL-DE, TCL-CE+, and
TCL-TTCE+) with the original versions (DE [14], CE+

[68] and TTCE+ [68]). All bidirectional retrieval results are
reported in table III. From the table, one can see that our
method achieves better performance for video-text retrieval.
More specifically, (1) Thanks to our TCL, TCL-DE, TCL-
CE+, and TCL-TTCE+ achieved better performance on most
of the metrics compared to the original versions, especially
ensemble results. Specifically, there is an improvement of
about 20% in terms of rSum for all extensions on the MSVD
and MSR-VTT datasets. (2) In addition to the ensemble
results, almost all single models performed better than the
original methods, which indicates that our TCL could not only
boost their performance with the dual-modal ensemble but also
directly improve the single cross-modal models. In addition to
these two datasets, we also perform additional experiments on
the DiDeMo [72] and ActivityNet [73] datasets, and the results
are reported in the supplementary material.

In brief, our TCL-(VSE∞, SGR, DE, CE+, TTCE+)
achieves considerable improvements in terms of overall perfor-
mance (rSum) compared with the baselines. This remarkable
success serves as compelling evidence to demonstrate the
effectiveness and superiority of our TCL, which is owed to the
proposed cross-modal uncertainty-aware learning and consis-
tency module, e.g., unlike CORA [65] and FEM [33] that focus
on relation composition and adaptive feature aggregation,
respectively, our TCL introduces consistency-based opinion
alignment between bidirectional query branches, which is
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TABLE I
COMPARISON OF RETRIEVAL PERFORMANCE ON FLICKR30K 1K TEST SET AND MS-COCO 5-FOLD 1K TEST SET. THE BEST

RESULT IS BOLDED AND THE SECOND-BEST ONE IS UNDERLINED. “*” INDICATES THE ENSEMBLE RESULTS.
“G/L” MEANS THE GLOBAL/LOCAL-LEVEL METHODS

orthogonal and complementary to these strategies. In the
following sections, we will conduct an in-depth analysis to
verify the rationality of TCL.

C. Ablation Study

In this section, extensive ablation studies are carried out
on the Flickr30K dataset to verify the contribution of each
component to cross-modal retrieval. The experimental results,
all performed by TCL-VSE∞, are presented in Table IV.
The first column indicates whether the consistency module
(Lc) is utilized to obtain consistent predictions. The task-
specific query models used for performance evaluation are
v2t and t2v, which represent the visual query model and
textual query model, respectively. From Table IV, we can

draw the following observations. (1) Effectiveness. To verify
the effectiveness of our CMUL applied in TCL, we replace
the proposed uncertainty-aware loss Lu with the widely-used
bidirectional ranking loss [12] (Equation (2)) to optimize the
cross-modal model, i.e., #7. From Table IV, one could see
that other variants with CMUL (i.e., #1–6) achieve better
bidirectional retrieval performance than that of training with
the bidirectional ranking loss, which indicates that the existing
cross-modal model endowed with CMUL could remarkably
improve performance by capturing the uncertainty. Moreover,
our consistency module could further improve the retrieval per-
formance of the two query models, even using only one model
for inference. More specifically, the module could improve
the performance by 1.5% (#1 vs. #2), 1.4% (#3 vs. #4), and
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Fig. 4. The performance with different settings of two TCL hyperparameters (i.e., τ and Tmax) for parametric analysis on Flickr30K. (a) is the visualization
of the parametric experiments for τ in Equation (3), and (b) is that of the parametric experiments for Tmax in Algorithm 1.

TABLE II
COMPARISON OF THE BIDIRECTIONAL RETRIEVAL PERFORMANCE (R@K

%) ON MS-COCO 5K TEST. THE BEST RESULT IS BOLDED AND THE
SECOND BEST ONE IS UNDERLINED. “ * ”: ENSEMBLE RESULTS

0.9% (#5 vs. #6), and in terms of R@1 for sentence retrieval,
respectively. By fusing the two query models, our TCL could
achieve further improvement, e.g., the full version of our TCL
(#1) could improve the version of one query model #3 and #5
by 1.4% and 1.4% in terms of R@1 for sentence retrieval,
respectively. (2) Complementarity. Two query models are
exploited to focus on different retrieval tasks, i.e., image-
to-text and text-to-image retrieval. Due to the difference,
ensembling the two query models will take advantage of their
complementary information, embracing further improvement.
Specifically, the variants with the ensemble (i.e., #1 and #2)
achieve better performance compared to the variants with

single models (i.e., #3-6). (3) Consistency. Thanks to our
consistency module, our TCL has shown improvement not
only in ensemble models but also in single query models,
e.g., #3 vs. #4, and #5 vs. #6. That is to say, our consistency
module could mutually promote the performance of different
branches by eliminating the prediction discrepancy across
different branches. Furthermore, our full version of TCL (#1)
could achieve the best retrieval performance, which indicates
that our consistency module not only mutually promotes the
performance of each branch but also captures complementary
information from different branches.

D. Parametric Analysis

TCL has two key hyperparameters: the temperature param-
eter τ in Equation (3) and Tmax in Algorithm 1. To investigate
the influence of the hyperparameters, we conduct extensive
parameter analysis experiments on the Flickr30K dataset as
shown in Figure 4, wherein “Image + Text” indicates the
ensemble results. From Figures 4a and 4b, one could observe
that our TCL demonstrates stable performance in a suitable
range of τ, i.e., 0.03 ∼ 0.07. However, if τ is too large
or too small, the retrieval performance of our TCL gets
degraded. Specifically, a very small value of τ will make the
cross-modal model hard to optimize, thus leading to poor
performance. Moreover, the performance of TCL gradually
decreases with increasing τ after about 0.07. Therefore, we
recommend setting τ for TCL within 0.03 ∼ 0.07 to obtain
stable performance. For another hyperparameter Tmax, the
experiments are shown in Figures 4c and 4d. The figures
show that as the number of times the consistency module is
performed increases, our TCL will achieve better performance.
This is due to the fact that a larger Tmax produces more
consistent predictions. Furthermore, it can be observed from
the figure that TCL achieves relatively stable performance
when Tmax is set in 3 ∼ 7. However, each CM execution will
incur additional costs, so we recommend setting Tmax to 1 ∼ 3.

E. Generalization Study

In this section, we perform comprehensive experiments to
further demonstrate the effectiveness and generalizability of
TCL. More specifically, we apply our TCL into nine instance-
level image-text retrieval methods (VSE++ [12], VSRN [19],
IMRAM [66], GSMN [67], VSE∞ [21], and SGRAF (SAF
and SGR) [18]) and three video-text retrieval methods (DE
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TABLE III
COMPARISON OF THE BIDIRECTIONAL RETRIEVAL PERFORMANCE (R@K %) ON THE MSVD AND MSR-VTT DATASETS.

THE BEST RESULT IS BOLDED AND THE SECOND BEST ONE IS UNDERLINED

Fig. 5. The visualization of the estimated uncertainty on Flickr30K 1K and MS-COCO 5K test sets. “ * ” means the sentence retrieval given image query
and “ # ” expresses the image retrieval given sentence query. “CR” means corruption ratio.

TABLE IV

THE IMPACT OF DIFFERENT TCL CONFIGURATIONS. “♦” INDICATES THAT
THE RESULTS COME FROM THE ORIGINAL PAPER. THE BEST RESULT

IS BOLDED AND THE SECOND BEST ONE IS UNDERLINED

[14], CE+ [68] and TTCE+ [68]) to improve their retrieval
performance. All TCL variants adopt the standard settings
of the original methods, except for TCL-specific hyperpa-
rameters. Among them, VSE++ is reproduced by Chen et
al. [21], which uses the BUTD visual features and adopts
mean-pooling to aggregate local features for embedding. The
comparison results between TCL variants and original methods
are reported in Tables III and V. From the results of image-
text retrieval, our TCL significantly improves the bidirectional
retrieval performances of the original methods, for example,
TCL improves the performance of SAF and SGR by more
than 10% in terms of rSum. Besides, compared with the
ensemble results, i.e., VSRN, IMRAM, and SGRAF, our TCL
also shows an obvious advantage, which fully verifies the
effectiveness of TCL. In addition to image-text retrieval, TCL
also improves the performance of existing two video-text

retrieval methods, e.g., TCL has improved the performance
of DE by more than 10% in terms of rSum. which further
proves its effectiveness and generalizability.

F. Visualization of Uncertainty
To visually illustrate the estimation of uncertainty, we

plotted the distribution diagrams of uncertainty obtained from
the test sets of Flickr30K and MS-COCO. However, since the
intrinsic perturbations are uncontrollable and inconspicuous, it
is difficult to quantitatively evaluate the estimated uncertainty.
To address this, we manually corrupted the test data to increase
the likelihood of unreliable retrievals for easier observation.
Specifically, for the image, we randomly masked the extracted
regions in a given proportion. Meanwhile, for the text, we
randomly masked, replaced, and deleted the words of the text
in the same proportion as the image. For the convenience of
presentation, the corruption proportion of the image and text
is denoted as “corruption ratio (CR)”. In the experiment, we
investigated the uncertainty distribution quantified by our TCL
under three CRs (i.e., 0.0, 0.3, 0.6) as shown in Figure 5. The
results indicate that most retrievals under low CRs had low
uncertainty and clustered on the left, while the uncertainty
of the retrievals gradually increased as the CR increased and
gathered to the right, as shown in Figures 5a to 5d. That is
to say, as the CR increased, the correlation between image-
text pairs degraded, leading to increased retrieval uncertainty,
which is consistent with the notion that data disturbance
increases unreliability and uncertainty. In conclusion, our
method effectively captures the uncertainty in models and data,
thereby enabling the self-evaluation of retrieval quality.
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TABLE V

COMPARISON OF TCL VARIANTS ON FLICKR30K 1K TEST SET. THE BEST
RESULT IS BOLDED AND THE SECOND BEST ONE IS UNDERLINED.

“ * ” INDICATES THE ENSEMBLE RESULTS OF TWO MODELS

V. CONCLUSION

In this paper, we revisit a practicable and meaningful
problem in visual-textual retrieval, i.e., “Is this retrieval trust-
worthy?”. To this end, we present a general Trust-Consistent
Learning framework (TCL) that performs uncertainty learning,
thus endowing the cross-modal models with the ability to self-
evaluate the retrieval quality. Specifically, first, cross-modal
uncertainty-aware learning is proposed to capture the accurate
uncertainty of cross-modal retrieval. Second, a consistency
module is presented to enforce the subjective opinions of
distinct query models to be consistent for high reliability.
Finally, we apply TCL to nine existing visual-textual methods
to verify its generalizability. Besides, we conduct extensive
experiments and analyses to verify the effectiveness and
self-evaluation of TCL.
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