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Abstract

Composed Image Retrieval (CIR) enables editable im-
age search by integrating a query pair—a reference image
ref and a textual modification mod—to retrieve a target
image tar that reflects the intended change. While exist-
ing CIR methods have shown promising performance us-
ing well-annotated triplets ⟨ref,mod, tar⟩, almost all of
them implicitly assume these triplets are accurately as-
sociated with each other. In practice, however, this as-
sumption is often violated due to the limited knowledge
of annotators, inevitably leading to incorrect textual mod-
ifications and resulting in a practical yet less-touched
problem: noisy triplet correspondence (NTC). To tackle
this challenge, we propose a Task-oriented Modification
Enhancement framework (TME) to learn robustly from
noisy triplets, which comprises three key modules: Robust
Fusion Query (RFQ), Pseudo Text Enhancement (PTE), and
Task-Oriented Prompt (TOP). Specifically, to mitigate the
adverse impact of noise, RFQ employs a sample selection
strategy to divide the training triplets into clean and noisy
sets, thus enhancing the reliability of the training data for
robust learning. To further leverage the noisy data instead
of discarding it, PTE unifies the triplet noise as an adapter
mismatch problem, thereby adjusting mod to align with
ref and tar in the mismatched triplet. Finally, TOP re-
places ref in the clean set with a trainable prompt, which
is then concatenated with mod to form a query indepen-
dent of the visual reference, aiming to mitigate visually
irrelevant noise. Extensive experiments on two domain-
specific datasets demonstrate the robustness and superiority
of TME, particularly in noisy scenarios.

1. Introduction
With the rise of e-commerce and the advancement of mul-
timodal search engines, single-modality retrieval (e.g., im-
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Figure 1. The illustration of noisy triplet correspondence (NTC)
in CIR task (left) and our adapter enhancement strategy (right).
(a) Example from the CIRR dataset [21]: when mod in a triplet
only partially describes the variation from ref to mod, a partial
matching problem arises, resulting in partially matched triplets.
(b) Example from the FashionIQ dataset [40]: where the arrows
above and below represent two manually annotated modifications
within each triplet. When mod does not describe the features in
tar at all, it leads to an incorrect matching problem, resulting in
completely mismatched triplets. (c) Our key idea is to reframe
both types of noisy triplets as an adapter mismatch problem and
employ explicit modeling of visual variation to capture authentic
modifications, thereby facilitating the semantic alignment of the
adapter at the visual level.

age or text) increasingly struggles to meet the diverse needs
of users [5, 33]. Recently, Composed Image Retrieval
(CIR) has emerged as a promising solution in this field, of-
fering flexible image retrieval [36]. However, CIR faces
challenges in bridging the cross-modal gap while unifying
multimodal queries into common representations that accu-
rately align with target images.

To address these challenges, various methods have been
proposed to improve the fusion and alignment processes,
primarily falling into two main categories. One straight-
forward approach is to project image-text pairs into com-
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Figure 2. The pipeline and encoder architectures of the proposed TME, where the encoder with the same weights are indicated by the
same color. (a) The overall pipeline of TME: Given training triplets ⟨Ir,m, It⟩, TME begins by leveraging reference-modification pairs
⟨Ir,m⟩, along with a sample selection strategy, to construct robust fusion queries. To capture real-world visual variations, we then project
reference-target difference features into pseudo-text tokens (i.e., adapters) along with a semantical alignment loss Lsa to align textual
modifications, directly addressing noisy triplet correspondence. To alleviate the adverse influence of irrelevant references Ir , we introduce
a trainable prompt to replace the reference images to learn the alignment between modifications and targets. (b) Encoder Architectures:
TME includes an image encoder EI and a fusion encoder Ef . EI is a BLIP-2 Query Transformer used to extract visual features, while
Ef comprises a transformer followed by a linear projection layer, designed to extract multimodal query features. Note that the text is
tokenized and embedded via BLIP’s word embedding layer Lt, then concatenated after image representation F r or prompt p.

mon representations aligning with the target images, though
well-labeled triplets are cost-prohibitive [17, 44]. To reduce
annotation requirements, recent studies introduce zero-shot
methods that coverts reference images into latent pseudo-
word tokens to construct multimodal pairs or triplets for
self-supervised CIR training [3, 8, 15, 29, 34, 44]. How-
ever, these methods often significantly underperform com-
pared to supervised methods using explicit triplets (i.e.,
< ref,mod, tar >) [14, 16, 17, 38, 39, 41], limiting their
practical value. Another compromise is to obtain economi-
cally annotated images by using web crawlers, crowdsourc-
ing, or multimodal large language models (MLLMs) [17,
21, 40, 44], but resulting in unavoidable noise in cross-
modal correspondence due to the imperfections of annota-
tors (even humans), i.e., noisy correspondence [10, 11].

Intuitively, some robust cross-modal learning meth-
ods [10, 26, 27] could be introduced to mitigate the nega-
tive effects of noisy correspondence in CIR. However, these
methods mainly focus on maximizing reliable visual-textual
alignment to address the noisy correspondence in image-
text pairs, which lacks a robust design tailored for the noise
in triplets, i.e., noisy triplet correspondence (NTC), result-
ing in suboptimal CIR performance. Unlike noisy dual

correspondence (NDC), NTC introduces two distinct chal-
lenges: 1) mod only partially describes changes from ref
to tar, leading to partially matched triplets (i.e., matched
modification-target pairs), as shown in Figure 1(a). 2)
mod incorrectly describes attributes not present in tar, re-
sulting in completely mismatched triplets, as illustrated in
Figure 1(b). Consequently, learning with NTC is inher-
ently more challenging and complex than learning with
NDC, requiring handling both mismatched triplets as well
as matched pairs.

To this end, we present a Task-oriented Modification En-
hancement framework (TME) to learn with NTC for CIR as
shown in Figure 2, which consists of three modules: Robust
Fusion Query (RFQ), Pseudo Text Enhancement (PTE),
and Task-Oriented Prompt (TOP). Specifically, our RFQ
employs a sample selection strategy to divide the training
triplets into clean and noisy sets while conducting a noise-
robust loss on the clean set to optimize query-target align-
ment, thus effectively reducing the adverse impact of incor-
rect triplet associations. Meanwhile, PTE reframes NTC as
an adapter mismatch problem, adjusting the pseudo-text to-
kens to align with authentic reference-target modification,
which are explicitly modeled by the visual variations be-
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tween reference and target images. In brief, our PTE could
comprehensively use noisy triplets to provide reliable super-
vision, thereby boosting effectiveness and robustness. Ad-
ditionally, TOP replaces reference images with a trainable
prompt to learn from matched modification-target pairs in
the clean set, mitigating the negative influence of irrelevant
reference images. Notably, although these three modules
are designed to address NTC, they remain effective on clean
triplets as visual variations are often too complex to fully
capture with texts, leading to weak noisy correspondence.
Our main contributions can be summarized as follows:
1. We reveal and study a novel setting in CIR—learning

with noisy triplet correspondence—offering a new de-
sign perspective for existing supervised methods and po-
tential extension to the community of learning with noisy
labels.

2. To overcome the limitations of existing supervised meth-
ods in noisy scenarios, we propose a sample selection-
based optimization method that strategically enhance
query-target alignment among clean samples.

3. By reframing triplet noise as an adapter mismatch prob-
lem, our PTE leverages visual variation modeling to cap-
ture underlying authentic reference-target modifications,
facilitating the semantic realignment at the visual level.
Different from NDC methods [11, 12, 45] that only learn
from the clean set, our PTE could leverage both clean
and noisy sets to learn realignment, boosting the CIR
performance.

4. Extensive experiments on two domain-specific datasets
confirm the robustness and effectiveness of our approach
in addressing noisy triplet correspondence.

2. Related Work

2.1. Composed image retrieval

Composed Image Retrieval (CIR) is an emerging task
that typically leverages Vision-Language Pre-trained (VLP)
models to integrate a visual reference and a textual mod-
ification into a unified query, aligning with the target im-
age. In recent years, various methods have been pro-
posed to optimize this supervised fine-tuning paradigm
[4, 14, 17, 23, 38, 39, 41]. Among them, CLIP4Cir [4] was
a pioneering approach, encoding bi-modal inputs with the
CLIP model [28] and introducing a combiner network to
fuse them, thereby improving the image-text matching be-
tween the unified query and target image. However, this ap-
proach does not fully exploit the latent associations within
multimodal triplets. To address this, Jiang et al. [14] pro-
posed a method that treats triplets as graph nodes and in-
corporates a hinge-based attention mechanism along with
a twin-attention visual compositor to extract valuable in-
formation beyond the query-target pair. By swapping the
positions of ref and tar and adding a learnable token,

Liu et al. [23] and Levy et al. [17] further enhanced
the traditional query-target paradigm with the bidirectional
training scheme. While effective, these methods implic-
itly assume that training triplets are accurately associated.
In practice, however, the existing dataset construction pro-
cess (where ref and tar are often obtained through web
scraping and mod relies on manual annotations) could in-
troduce considerable noise due to suboptimal component
alignment [17, 44]. To mitigate the adverse impact of the
noise, we propose a framework that enhances the traditional
fine-tuning paradigm, reconstructing auxiliary adapters for
noisy data to re-bridge the semantic gap at the visual level.

2.2. Learning with Noisy Correspondence
Unlike noisy labels [7, 18, 20, 24, 37], learning with noisy
correspondence—where misalignments occur between dif-
ferent modalities—has received increasing attention in re-
cent years due to its practicality and flexibility in multi-
modal applications [11, 25, 45]. Similar to learning from
noisy labels, noisy correspondence poses significant risks
of model overfitting and performance degradation. To ad-
dress this issue, various methods have been proposed across
different domains, such as vision-language pre-training
[13], cross-modal retrieval [10, 12], person re-identification
[27, 42], and clustering tasks [9, 32]. Most of these meth-
ods, however, focus only on noisy correspondences between
two modalities, which is insufficient in practical applica-
tions. In CIR, noise often exists extensively in all three
components due to semantic ambiguities in the modifica-
tions and errors in data grouping during the collection pro-
cess. This introduces a new paradigm of noise correspon-
dence—noisy triplet correspondence—which more closely
reflects real-world scenarios, expands the scope of learning
with noisy labels, and offers valuable insights into design-
ing novel training strategies specifically for CIR tasks.

3. Method
In this section, we introduce Task-oriented Modification
Enhancement (TME), a solution designed to address noisy
triplet correspondence in CIR task, as illustrated in Fig-
ure 2. Specifically, we first elaborate on the noisy triplet
correspondence setting in Section 3.1, and then provide an
overview of TME in Section 3.2. Subsequently, the three
key modules, namely the Robust Fusion Query, the Pseudo-
Text Enhancement module, and the Task-Oriented Prompt
Module are presented in Section 3.3, Section 3.4, and Sec-
tion 3.5, respectively. Finally, we discuss the training and
inference details of TME in Section 3.6.

3.1. Problem Formulation
Given a triplet set {⟨Ir

i ,mi, I
t
i⟩}Ni=1, where N denotes the

dataset size, and Ir, m, and It represent the reference im-
age, modification, and the target image, respectively. The
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objective of composed image retrieval (CIR) is to retrieve
the target image It from a large-scale image corpus D using
a composed query (Ir,m). However, when suffering noisy
triplet correspondence (NTC), misalignment in the training
triplets manifests in two forms: 1) m only partially de-
scribes the intended changes from Ir to It, leading to par-
tially matched triplets. 2) m suggests inaccurate alterations
to Ir that are not reflected in Ir, resulting in completely
mismatched triplets. To simulate scenarios of the above
two triplets, we randomly select a subset of training triplets
based on a noise ratio, σ, and split them into three equally
sized, non-overlapping groups. Within each group, the
components are shuffled to generate noisy triplets. Specifi-
cally, triplets with shuffled Ir form matched modification-
target pairs, representing partially matched triplets, while
triplets with shuffled m or It lead to m suggesting incor-
rect changes that do not align with It, representing com-
pletely mismatched triplets.

3.2. Overview
To address the noisy triplet correspondence problem, exist-
ing noisy dual correspondence methods face challenges in
handling the relationships between different components,
making direct adaptation difficult. By reconsidering the
intrinsic associations among Ir, m, and It, we propose
that noisy triplets correspondence can be reframed as an
adapter mismatch problem. To this end, we first apply a
sample selection strategy to filter out noisy samples, fol-
lowed by a noise-robust loss function, Lrm, to ensure re-
liable query-target aligning. Next, to confront the triplet
noise directly, a semantic alignment loss, Lsa, is used
to reduce discrepancies between the adapter and the true
intended changes. Meanwhile, the adapter-based query
can effectively leverage noisy data, with Lrd maximizing
the agreement with It. Finally, a learnable task-oriented
prompt p is introduced to replace Ir, creating a reference-
independent query zrm. Minimizing Lpm between zrm

and It achieves better modification-image alignment, mit-
igating overfitting caused by partially matched pairs, i.e.,
matched modification-target pairs. The overall loss func-
tion for TME is as follows:

L = Lrm + αLsa + βLrd + γLpm, (1)

where α, β, and γ are three trade-off hyperparameters. The
details of our TME will be elaborated in the following sub-
sections.

3.3. Robust Fusion Query Module
To enhance the robustness of traditional approaches against
the adverse impact of noisy triplet correspondences, RFQ
module incorporates a sample selection strategy alongside
a complementary contrastive learning framework. Inspired

by [9, 11, 27], we leverage the memory effect of neural net-
works during early training, where losses for clean samples
tend to be lower [1, 2]. Therefore, at the beginning of each
epoch, RFQ calculates the infoNCE loss {ℓi}Ni=1 between
each multimodal query representation zrm and its target
image representation zt. The distribution of these losses
across all pairs is then fitted using a two-component Gaus-
sian Mixture Model (GMM), where the component with
the lower mean is assumed to correspond to clean samples.
Next, we compute the posterior probabilities {pi}Ni=1 for
this component to identify relatively clean samples. Fol-
lowing [11], we consider samples with pi > 0.5 as rela-
tively clean and use this criterion to divide the training data
into a clean set Sc and a noisy set Sn, enhancing data re-
liability and supporting robust learning for both RFQ and
other modules. To further bolster robustness, the query rep-
resentations zrm in Sn are discarded, while the associated
target images It are retained as negative examples for other
query-target pairs. Inspired by [10], we employ a comple-
mentary contrastive learning approach between clean zrm

and zt:

Lrm = − 1∑B
i yi

B∑
i,j ̸=i

yi log

(
1−

exp(τ(zrm
i )Tzt

j)∑B
j exp(τ(zrm

i )Tzt
j)

)
, (2)

where B denotes the batch size, τ is the temperature, and yi
is a pseudo-label indicating the cleanliness of a triplet, with
yi = 1 for triplets in Sc and yi = 0 for those in Sn. Thanks
to Lrm, the model focuses on negative samples between
clean zrm and zt, pushing them apart in the shared repre-
sentation space. This enhances model robustness by using
numerous true negatives within each batch. Note that, given
the imperfect reliability of the loss-based sample selection
strategy and the relatively mild noise in partially matched
triplets, Sc may still contain noisy triplets—a point further
discussed in subsequent sections.

3.4. Pseudo Text Enhancement Module
Existing noisy dual correspondence learning methods
rigidly apply query-target alignment strategies to the CIR
task, which limits their ability to leverage intrinsic relation-
ships [10, 27]. By rethinking the underlying relationships
within triplets, PTE reframes noisy triplet correspondence
as an adapter mismatch problem. Specifically, it models vi-
sual variation to generate pseudo text, thereby reconstruct-
ing associations and enabling learning from noisy data. To
accurately reconstruct adapters, we leverage visual varia-
tion modeling to generate a pseudo text:

F d = EI(q,P d(v(I
t)− v(Ir))), (3)

where v is the frozen ViT model, q is the query tokens of
Q-Former, and P d is a linear projection to bridge the gap
between image and image difference. To reduce the dis-
crepancies between the pseudo text and intended changes,
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we directly align the pseudo text F d with the embeddings
of tokenized modification m in Sc:

Lsa =
1∑B
i yi

B∑
i

yi||F d
i −Lt(mi)||2, (4)

where yi is the pseudo label from RFQ module, and Lt

is the word embedding layer of BLIP. As F d reflects the
differences between images, we adopt complementary con-
trastive learning between adapter-based query representa-
tion zrd and zt:

Lrd = − 1

B

B∑
i,j ̸=i

log

(
1−

exp(τ(zrd
i )Tzt

j)∑B
j exp(τ(zrd

i )Tzt
j

)
. (5)

For triplets in Sn, F d replaces the role of modification,
enabling effective learning from noisy data. While for the
partially matched triplets in Sc, minimizing Lrd compen-
sates for missing intended changes, thus enhancing perfor-
mance.

3.5. Task-Oriented Prompt Module
To mitigate overfitting caused by partially matched triplets,
TOP module replaces Ir with a learnable prompt p, creat-
ing a reference-independent query. As shown in Figure 1,
with limited attention spans and knowledge, human annota-
tors may only describe the features of target images, making
m a weak caption of It, leading to a modification-target
matched pair. TOP leverages this intrinsic relation by di-
rectly aligning m in Sc with It. Specifically, TOP forms
a reference-independent query (p,m) and adopts comple-
mentary contrastive learning between fused query feature
zpm and zt:

Lpm = − 1∑B
i yi

B∑
i,j ̸=i

yi log

(
1−

exp(τ(zpm
i )Tzt

j)∑B
j exp(τ(zpm

i )Tzt
j)

)
. (6)

As a task-oriented prompt, p replaces the role of Ir and
acts as a blank canvas, which helps better text-image align-
ment in the CIR task, thereby enhancing the expressive-
ness of modification, mitigating overfitting cause by par-
tially mismatched pairs in Sc.

3.6. Training and Inference
In the training phase, to enhance stability, a warmup phase
is required before sample selection, during which no data
splitting occurs, and the data is treated as clean. Specifi-
cally, this phase comprises three steps: 1) Encoder warmup,
to prepare EI and Ef in RFQ module for the CIR task;
2) Projection and prompt warmup, to stabilize the training
of prompts p and projection Pd that have not yet under-
gone BLIP pretraining; and 3) Final warmup, to integrate all
modules. In the inference phase, PTE and TOP are disabled,
and TME performs similarity retrieval in a large-scale im-
age corpus D using composed queries (Ir,m). The com-
plete training procedure of TME is detailed in Algorithm 1.

Algorithm 1 TME procedure for NTC problem.

// Training
Input: Warmup epoch wi, wp, wl, max training

epoch E, pretrained model M , noisy training set
{⟨Ir

i ,mi, I
t
i⟩}Ni=1, loss weight α, β, γ.

Initialize: epoch e = 0.
while e < wi do

Compute loss Lrm, and train the model M .
e = e+ 1.

end while
Freeze all parameters except projection P d and task-
oriented prompt p in M .
while e < wi + wp do

Compute loss L = αLsa + βLrd + γLpm, and tuning
the parameters in P d and p.
e = e+ 1.

end while
while e < wi + wp + wl do

Compute loss L = Lrm + αLsa + βLrd + γLpm and
train the model M .
e = e+ 1.

end while
while e < E do

Compute per sample losses {ℓi}Ni=1 for each sample.
Fit the losses into two-component Gaussian mixture
distribution and assign yi for each sample.
Compute L = Lrm +αLsa + βLrd + γLpm and train
the model M .
e = e+ 1.

end while
Output: Fine-tuned model M.

// Inference
Input: Fine-tuned model M, query pair (image Ir, modifi-

cation m), image corpus Ic.
F r = EI(q, I

r), zrm = Ef ([F
r,Lt(m)])

zc = EI(q, I
c), S = (zrm)T (zc)

{i1, i2, ..., ik} = top-k(Si)
Output: Retrieval images {Ic

i1 , I
c
i2 , ..., I

c
ik
}

4. Experiment

In this section, we conduct extensive experiments to verify
the effectiveness and superiority of the proposed TME on
two domain-specific datasets. Specifically, we first elabo-
rate on the experimental setup in Section 4.1, and then com-
pare TME with various competitive state-of-the-art meth-
ods in Section 4.2. Subsequently, we conduct ablation stud-
ies to evaluate the contribution of key components in Sec-
tion 4.3. Finally, sensitivity analyses for hyperparameters
are presented in Section 4.4.
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Table 1. Performance of ordinary methods and robust methods (gray shading) on the CIRR test set. The best and second-best results are
marked in bold and underlined, respectively.

Noise Methods R@K Rsubset@K Avg(R@5, Rsubset@1)K=1 K=5 K=10 K=50 K=1 K=2 K=3

0%

TG-CIR (ACM MM’23) 45.25 78.29 87.16 97.30 72.84 89.25 95.13 75.57
CASE (AAAI’24) 48.00 79.11 87.25 97.57 75.88 90.58 96.00 77.50
CASE Rre-LaSCo.Ca (AAAI’24) 49.35 80.02 88.75 97.47 76.48 90.37 95.71 78.25
COVR-BLIP (AAAI’24) 49.69 78.60 86.77 94.31 75.01 88.12 93.16 80.81
Re-ranking (TMLR’24) 50.55 81.75 89.78 97.18 80.04 91.90 96.58 80.90
SSN (AAAI’24) 43.91 77.25 86.48 97.45 71.76 88.63 95.54 74.51
CALA (SIGIR’24) 49.11 81.21 89.59 98.00 76.27 91.04 96.46 78.74
SPRC (ICLR’24) 51.96 82.12 89.74 97.69 80.65 92.31 96.60 81.39
RCL (TPAMI’23) 53.16 82.41 90.12 98.34 79.57 92.02 96.87 80.99
RDE (CVPR’24) 51.81 82.02 90.60 97.93 78.17 91.90 96.70 80.10
TME 53.42 82.99 90.24 98.15 81.04 92.58 96.94 82.01

20%

SSN (AAAI’24) 34.02 65.90 75.78 91.33 66.92 85.90 93.45 66.41
CALA (SIGIR’24) 41.33 72.70 82.84 94.34 71.66 88.15 94.94 72.18
SPRC (ICLR’24) 45.90 75.86 83.52 93.37 78.10 91.40 96.05 76.98
RCL (TPAMI’23) 50.43 81.11 88.82 96.68 77.52 90.80 95.71 79.31
RDE (CVPR’24) 49.23 78.63 86.80 95.78 76.58 90.31 96.07 77.60
TME 51.35 81.01 88.53 97.81 78.46 91.25 96.39 79.74

50%

SSN (AAAI’24) 25.93 53.71 63.40 82.10 62.10 82.27 91.57 57.90
CALA (SIGIR’24) 36.10 66.12 77.76 92.10 68.12 85.66 93.59 67.12
SPRC (ICLR’24) 39.93 66.00 73.59 86.48 75.81 89.21 95.37 70.90
RCL (TPAMI’23) 48.58 77.45 85.93 94.70 75.60 89.28 94.80 76.52
RDE (CVPR’24) 45.98 75.30 83.73 94.48 73.98 88.99 95.13 74.64
TME 48.48 78.94 87.28 96.99 76.48 90.07 95.83 77.71

80%

SSN (AAAI’24) 20.48 43.98 54.27 74.80 56.48 77.20 89.54 50.23
CALA (SIGIR’24) 31.52 61.49 72.60 89.86 64.34 83.52 92.60 62.92
SPRC (ICLR’24) 29.95 51.25 58.51 73.86 70.22 86.05 93.21 60.74
RCL (TPAMI’23) 44.94 74.43 82.99 92.31 71.93 86.84 92.96 73.18
RDE (CVPR’24) 42.92 71.30 80.51 92.96 69.64 85.86 93.54 70.47
TME 46.31 75.78 84.89 95.83 73.37 88.02 94.89 74.58

4.1. Experimental Setup
Implementation Details TME is implemented with Py-
torch on a Tesla V100 GPU with 32 GB memory. Following
the design in [41], the image encoders and fusion encoders
are initialized from the BLIP-2 [19] pre-trained model with
ViT-g/14 from EVA-CLIP [6]. The input image is resized
to 224 × 224 with a padding ratio of 1.25 for uniformity
[4]. We use a cosine linear learning rate decay with a peak
learning rate of 1e-5 and a warmup of 1.5 epoch [30]. The
hyperparameters α and γ are fixed at 1.0, while β is set to
0.2 for the CIRR dataset and 0.1 for FashionIQ.

Datasets We evaluate TME on two widely-used domain-
specific CIR benchmarks: 1) FashionIQ [40], a dataset de-
signed for fashion-conditioned image retrieval, containing
30, 134 triplets derived from a collection of 77, 684 web-
scraped images. It covers three fashion categories: Dress,
Shirt, and Toptee; 2) CIRR [21], a real-world image dataset
that comprises 36, 554 triplets sourced from 21, 552 images
from the popular natural language inference dataset NLVR2
[31]. CIRR captures rich object interactions, overcoming
the issue of overly narrow domains. It tries to address the
limitations of incomplete labeling, which causes many false
negatives in datasets like FashionIQ. Additionally, CIRR in-
cludes a subset for fine-grained differentiation.

Metric We use R@K as the evaluation metric, which
measures the percentage of queries whose target image is
ranked within the top K results. Consistent with prior
works [4, 14, 41], we report the Recall at ranks 1, 5, 10, and
50, as well as Recallsubset at ranks 1, 2, and 3 for CIRR.
For FashionIQ, we report Recall at ranks 10 and 50 for each
category. When the noise ratio σ = 0, in aligned with estab-
lished publications [4, 14, 41], we report the result when the
model achieves its best performance on the validation set.
Early stopping based on validation performance is impracti-
cal in real-world noisy scenarios where the dataset contains
noise and no clean validation set is available. Therefore,
for σ > 0, we report results from the final checkpoint to
evaluate model robustness and the degree of overfitting.

4.2. Comparison with State-of-the-arts
In this section, we evaluate the performance of our TME
across varying noise ratios. For a comprehensive compari-
son, we compare TME with several state-of-the-art meth-
ods: 1) ordinary methods, SPRC [41], CaLa [14], SSN
[43], TG-CIR [38], CASE [17], COVR-BLIP [35] and Re-
ranking [22]; 2) robust methods, RCL [10] and RDE [27].
We reproduce the results of SPRC, CaLa, and SSN on two
datasets with synthetic noise. Due to the robust methods
designed for noisy dual correspondence, we adapt them
for CIR by integrating them with our fundamental archi-
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Table 2. Performance of ordinary methods and robust methods (gray shading) on the FashionIQ validation set. The best and second-best
results are marked in bold and underlined, respectively.

Noise Methods Dress Shirt Toptee Average
R@10 R@50 R@10 R@50 R@10 R@50 R@10 R@50 AVG.

0%

TG-CIR (ACM MM’23) 45.22 69.66 52.60 72.52 56.14 77.10 51.32 73.09 58.05
CASE (AAAI’24) 47.44 69.36 48.48 70.23 50.18 72.24 48.79 70.68 59.74
COVR-BLIP (AAAI’24) 44.55 69.03 48.43 67.42 52.60 74.31 48.53 70.25 59.39
Re-ranking (TMLR’24) 48.14 71.43 50.15 71.25 55.23 76.80 51.17 73.13 62.15
SSN(AAAI’24) 44.26 69.05 34.36 60.78 38.13 61.83 38.92 63.89 51.40
CALA (SIGIR’24) 42.38 66.08 46.76 68.16 50.93 73.42 46.69 69.22 57.96
SPRC (ICLR’24) 49.18 72.43 55.64 73.89 59.35 78.58 54.92 74.97 64.85
RCL(TPAMI’23) 48.79 72.68 55.89 73.90 56.91 77.41 53.86 74.66 64.26
RDE (CVPR’24) 47.84 71.89 54.37 73.55 56.91 77.21 53.04 74.22 63.63
TME 49.73 71.69 56.43 74.44 59.31 78.94 55.15 75.02 65.09

20%

SSN (AAAI’24) 22.61 45.56 27.87 48.58 31.82 55.28 27.43 49.81 38.62
CALA (SIGIR’24) 29.05 51.36 35.28 56.23 36.05 58.24 33.46 55.28 44.37
SPRC (ICLR’24) 39.81 62.22 48.58 66.29 50.48 70.58 46.29 66.36 56.33
RCL(TPAMI’23) 47.05 70.65 53.14 71.74 55.28 75.62 51.82 72.67 62.25
RDE (CVPR’24) 44.62 68.91 50.74 69.09 52.12 73.38 49.16 70.46 59.81
TME 49.03 70.35 55.84 73.16 57.22 78.23 54.03 73.91 63.97

50%

SSN (AAAI’24) 15.27 33.71 23.36 41.61 22.79 42.94 20.47 39.42 29.95
CALA (SIGIR’24) 20.77 40.95 26.69 46.57 27.03 46.81 24.83 44.78 34.80
SPRC (ICLR’24) 35.94 57.16 42.25 61.63 44.98 64.76 41.06 61.19 51.12
RCL(TPAMI’23) 43.68 66.44 50.74 69.19 52.63 73.84 49.01 69.82 59.42
RDE (CVPR’24) 41.30 64.75 47.06 66.34 50.13 70.63 46.16 67.24 56.70
TME 46.26 68.27 53.09 71.88 55.07 76.59 51.47 72.25 61.86

80%

SSN (AAAI’24) 11.16 25.24 16.98 30.72 17.03 32.64 15.05 29.53 22.29
CALA (SIGIR’24) 14.28 30.59 19.73 35.82 19.48 36.10 17.83 34.17 26.00
SPRC (ICLR’24) 28.41 50.77 36.21 54.37 35.90 56.96 33.51 54.03 43.77
RCL(TPAMI’23) 38.82 60.54 45.44 64.38 47.42 68.38 43.89 64.43 54.16
RDE (CVPR’24) 37.63 59.64 43.62 62.12 46.10 66.50 42.45 62.75 52.60
TME 41.45 64.35 47.30 68.20 51.25 73.23 46.67 68.60 57.63

tecture. Table 1 and Table 2 present the evaluation results
of various competitive methods on the CIRR test dataset
and the FashionIQ validation dataset, respectively. These
tables demonstrate that TME achieves state-of-the-art per-
formance across all noise levels on both datasets, with the
following key observations:

Ordinary Methods vs. TME On datasets with synthetic
noise, TME shows a smaller decline and maintains high ac-
curacy as σ increases. Specifically, compared to the best
baseline SPRC on CIRR, TME significantly improves Avg.
as σ increases. For example, at σ = 0.2, performance
improves from 76.98 to 79.74; at σ = 0.5, from 70.90 to
77.71; and at σ = 0.8, from 60.74 to 74.58. This indicates
that due to their limited ability to handle overfitting, or-
dinary methods suffer significant performance degradation
and overfitting as the noise ratio σ increases. In contrast,
TME leverages robust learning strategies and allows learn-
ing from noisy data, thereby improving performance. Note
that, when σ = 0, TME still outperforms SPRC. For exam-
ple, on CIRR, TME improves R@1 from 51.96 to 53.42 and
R@5 from 82.12 to 82.99, and on FashionIQ, it boots R@10
on Dress from 49.18 to 49.73, and R@10 on Shirt from
55.64 to 56.43. This is mainly because the CIR datasets

still contain inherent noise, especially general existing par-
tially matched triplets, thereby degrading the performance
of ordinary methods.

Robust Methods vs. TME Compared to the robust
method under noise, our approach demonstrates apparent
advantages, highlighting the effectiveness and superiority
of our solution for noisy triplet correspondence. As σ in-
creases, the performance gap between TME and the best
baseline RCL widens. Specifically, TME outperforms RCL
by +0.43%, +1.21%, and +1.40% at σ of 0.2, 0.5, and 0.8,
respectively on CIRR and by +1.72%, +2.44%, and +3.53%
on FashionIQ. RCL only pushes the negative query target
pairs apart without exploiting the intrinsic relationships in
noisy triplets. In contrast, TME frames noisy triplet corre-
spondence as an adapter-mismatch problem and leverages
visual alteration modeling to reconstruct the association,
thereby improving the performance.

4.3. Ablation Studies
In this section, we conduct ablation studies on the CIRR
validation set with a noise ratio of σ = 0.2 to investigate
the contribution of each component in TME, which includes
the built-in enhancements in RFQ, namely GMM-filtering
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Table 3. Ablation study on CIRR validaion dataset with σ = 0.2. The best and second-best results are marked in bold and underlined,
respectively.

No. RFQ PTE TOP R@K Rsubset@K Avg(R@5, Rsubset@1)GMM CCL K=1 K=5 K=10 K=50 K=1 K=2 K=3
#1 50.92 80.58 87.72 94.96 76.91 90.50 95.46 78.75±0.23
#2 ✓ 51.61 81.57 88.92 97.04 77.82 91.25 96.18 79.69±0.26
#3 ✓ ✓ 53.17 82.64 89.73 97.49 78.36 91.49 96.29 80.50±0.26
#4 ✓ ✓ ✓ 52.99 83.01 89.91 97.63 78.37 91.56 96.35 80.69±0.16
#5 ✓ ✓ ✓ 53.78 83.02 90.08 97.60 79.73 92.25 96.66 81.38±0.23
#6 ✓ ✓ ✓ ✓ 53.84 83.27 90.18 97.77 79.92 92.36 96.68 81.60±0.26

(GMM) and complementary contrastive loss (CCL), as well
as the two modules designed for modification enhancement,
PTE and TOP. We evaluate various combinations of these
components, as presented in Table 3. The results demon-
strate that each component consistently improves perfor-
mance, leading to the following observations:
• RFQ. Comparing #1 and # 2, the GMM-filtering sig-

nificantly enhances performance, particularly improving
R@50 from 94.96 to 97.04 and the AVG metric from
78.75 to 79.69, demonstrating the effectiveness of GMM
in identifying noisy triplets. Otherwise, the noisy triplets
lead to overfitting in the baseline method (#1), and de-
grade overall performance. Furthermore, Comparing #2
and #3, CCL yields notable performance gains, increas-
ing R@1 from 51.61 to 53.17 and the AVG metric from
79.69 to 80.50, which highlight the robustness introduced
by CCL in enhancing model performance.

• PTE. Comparing #3 with #4 and #5 with #6, adding PTE
improves the performance of RFQ and RFQ with TOP.
Specifically, adding PTE improves R@5 from RFQ’s
82.64 to 83.01 and from 83.02 of RFQ with TOP to
83.27. RFQ and TOP discard the query representation in
the noisy set Sn entirely, leading to a suboptimal result.
By incorporating both Lsa and Lrd, which are a unified
mechanism, TME models visual variation to pseudo-text
for association reconstruction, enabling learning from
triplets in Sn and improving performance.

• TOP. Comparing #3 and #5 and #4 with #6, adding TOP
enhances performance remarkably. Specifically, it im-
proves Rsubset@1 from RFQ’s 78.36 to 79.73 and from
78.37 of RFQ with PTE to 79.92, demonstrating the ef-
fectiveness of Lpm. RFQ and RFQ with PTE ignore
the intrinsic relationships in partially mismatched triplets,
limiting their performance. Using reference-independent
query-target matching, TOP achieves better text-image
alignment and mitigates overfitting caused by partially
matched triplets, thereby improving performance.

4.4. Parametric Analysis
To study the impact of different hyperparameter settings on
performance, we perform sensitivity analyses for three key
hyperparameters: α, β, and γ, which are the loss weights
of Lsa, Lrd and Lpm. We record the mean recall rates
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Figure 3. Variation of performance with different α, β and γ on
the CIRR validation set with σ = 0.2.

and the AVG(R@5 + Rsubset@1) for different hyperparam-
eters. The performance on the CIRR validation dataset with
σ = 0.2 is shown in Figure 3, and we can draw the fol-
lowing observations: 1) A relatively small α achieves the
best performance. This suggests that large discrepancies
between F d and the intended changes exist without align-
ment between F d and m, while a large α causes F d losing
its ability to capture visual variations; 2) A relatively small
β achieves the best performance. Without β, adapter-based
query-target matching is not performed, hindering learning
from noisy data. Conversely, a large β causes the model
to rely on F d, which is unavailable during inference; 3) A
γ that is either too large or too small results in suboptimal
performance. This indicates that a moderate γ improves
text-image alignment in reference-independent query-target
matching, whereas a very large γ causes the model to ignore
the reference image, leading to performance degradation.

5. Conclusion

In this work, we reveal and investigate a novel challeng-
ing problem of noisy triplet correspondence in CIR, which
contradicts the common assumption of existing methods
that triplets are accurately aligned. To address this, we
propose TME, a robust method to effectively handle noisy
triplet correspondence and improve performance. Exten-
sive experiments on two domain-specific datasets compre-
hensively demonstrate TME’s superior performance and ro-
bustness, both with and without synthetic noise.

19635



6. Acknowledgments
This work was supported in part by the National Key
R&D Program of China under Grant 2024YFB4710604;
in part by NSFC under Grant 62472295, 62176171 and
U21B2040; in part by Sichuan Science and Technol-
ogy Planning Project under Grant 2024NSFTD0047 and
2024NSFTD0038; in part by System of Systems and Artifi-
cial Intelligence Laboratory pioneer fund grant; and in part
by the Fundamental Research Funds for the Central Univer-
sities under Grant CJ202403 and CJ202303.

References
[1] Eric Arazo, Diego Ortego, Paul Albert, Noel O’Connor, and

Kevin McGuinness. Unsupervised label noise modeling and
loss correction. In International conference on machine
learning, pages 312–321. PMLR, 2019. 4

[2] Devansh Arpit, Stanisław Jastrzębski, Nicolas Ballas, David
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